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INTRODUCTION

 A brief overview of steps for training Neural 

Network

 Explanation of different variant of gradient descent

 Types and current state of the art optimizer for 

Neural Network

2



NEURAL 

NETWORK

3



NEURAL 

NETWORK

4



BACKPROPAGATION

5



BACKPROPAGATION

6



GRADIENT 

DESCENT
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Vanilla / Batch Gradient 
Descent

Stochastic Gradient Descent

Mini-Batch Gradient 
Descent



BATCH GRADIENT DESCENT

 Computes the gradient of  the cost function for the entire datasets.
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BATCH GRADIENT DESCENT

PROS

 Guaranty to converge to the global minimum for 

convex error surfaces and to a local minimum for 

non-convex surfaces.

CONS

 Intractable
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STOCHASTIC GRADIENT DESCENT

 Computes the gradient of  the cost function for the entire datasets.
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STOCHASTIC GRADIENT DESCENT

PROS

 Faster

 Can be used to learn online. 

CONS

 Performs frequent updates with a high variance that 

cause the objective function to fluctuate heavily 

 Complicates convergence to the exact minimum 

13



MINI-BATCH GRADIENT DESCENT

 Computes the gradient of  the cost function for the entire datasets.
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MINI-BATCH GRADIENT DESCENT

PROS

 Reduces the variance of the parameter updates, 

which can lead to more stable convergence 

 Can make use of highly optimized matrix 

optimizations 

CONS

 Does not guarantee good convergence 

 Choosing a proper learning rate can be difficult 
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GRADIENT DESCENT OPTIMIZATION ALGORITHMS

 SGD with Momentum

 Nesterov Accelerated Gradient

 Adagrad

 Adadelta

 Adam

 Rectified Adam

 Lookahead
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SGD + MOMENTUM

 We can think of momentum as velocity which is 

dampened at each step and perturbed by an 

external force field 
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NESTEROV ACCELERATION

 Update our parameters w.r.t. the approximate 

future position of our parameters.
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ADAGRAD
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ADAGRAD

PROS

 No need to manually tune the learning rate 

 Able to train on sparse data.

 Learning rate changes for each training parameter.

CONS

 Accumulation of the squared gradients in the 

denominator 

 Computationally expensive as a need to calculate 

the second order derivative.

 The learning rate is always decreasing results in slow 

training.
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ADADELTA

 The running average of the gradient

 The running average of the squared gradient

 The root mean squared error of parameter update

 The root mean squared error of the gradient

 The update rule
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ADADELTA

PROS

 No need to set a default learning rate 

CONS

 Computationally expensive
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ADAM (ADAPTIVE MOMENT ESTIMATION)

 Exponential moving average of the gradient 

 Exponential moving average of the squared gradient 
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ADAM

PROS

 Converges rapidly.

 Rectifies vanishing learning rate, high variance\

 Prefers flat minima in the error surface

CONS

 Computationally costly.

 Initial training of Adam is unstable
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RECTIFIED ADAM
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RECTIFIED ADAM

PROS

 Automated variance reduction 

 Robust to learning rate variations

CONS

 Computationally expensive
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LOOKAHEAD
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LOOKAHEAD

PROS

 Can be combined with any standard optimization 

method

 Improves convergence by reducing variance 

 Lessens the need for extensive hyperparameter 

tuning

CONS

 Computationally expensive
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CONCLUSION
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Thank you for your attention


